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Artificial Intelligence 
a controversial philosophical issue (1)

René Descartes
The body is a machine, I am the thought: cogito ergo sum(1637)

Nam reveranunquamvidi au tercipihumanacorpora cogitare, sedtantum eosdemessehomines, qui habentet 
cogitationemet corpus. (1641).

Where is the res cogitans?

Alan Turing
Thought is a process, which a machine can imitate (1939)

Ludwig Wittgenstein
The world is not simply a series of representations capable of being expressed by language, but a series of interpretations 
ŀƴŘ ŎƻƳƳǳƴŀƭ ǳƴŘŜǊǎǘŀƴŘƛƴƎǎ ǿƘƛŎƘ ǘŀƪŜ  ǇƭŀŎŜ ǘƘǊƻǳƎƘ ǘƘŜ ǇƭŀȅƛƴƎ ƻŦ ΨƭŀƴƎǳŀƎŜ-ƎŀƳŜǎΩΦ [ŀƴƎǳŀƎŜ-ƎŀƳŜǎ ŀǊŜ ΨŀŎǘƛǾŜΩ 
ŀƴŘ ŀǊŜ ƳŀŘŜ ŎƻƳǇǊŜƘŜƴǎƛōƭŜ ōȅ ǘƘŜ ΨŦƻǊƳ ƻŦ ƭƛŦŜΩ ƛƴ ǿƘƛŎƘ ǘƘŜȅ ŀǊŜ ƴŜǎǘŜŘΦ

Eric Kandel
Our mind is a set of operations carried out by our brain (2013)

Edwin Morley -Fletcher ɬEMA ɬLondon ɬ1st December 2017



3

AIôs controversial philosophical issue (2)

Karl RaimundPopper
MedawareLecture(1986ύΦ άEvolutionis not driven by the mechanical process of variation and elimination, but by the 
activity of organisms concerned with problem-solvingand gaining new knowledge ŀōƻǳǘ ǘƘŜ ǿƻǊƭŘ Χ /Ŝƭƭǎ ŀƭǎƻ ΦΦΦ ƳŀƪŜ 
use of unpredictable new knowledge about their environment. Their activity is also driven by a network of  propensities. 
They too are partly unpredictableΣ ōǳǘ ƴƻǘ ƛǊǊŀǘƛƻƴŀƭΧ ōŜŎŀǳǎŜ ŀƭƭ ƻŦ ǘƘŜ ƛƴƴŜǊ ǇǊƻŎŜǎǎŜǎ ŀǊŜ ŎƻƴŎŜǊƴŜŘ ǿƛǘƘ ǇǊƻōƭŜƳ 
ǎƻƭǾƛƴƎΧΦ CƻǊ ŜŀŎƘ ƴŜǿƭȅ-ŘƛǎŎƻǾŜǊŜŘ ŜƴǾƛǊƻƴƳŜƴǘ ƻǊ Χ ōŜƘŀǾƛƻǳǊΣ ǘƘŜ ǎŜƭŜŎǘƛƻƴ ǇǊŜǎǎǳǊŜ ǎǳǇǇƻǊǘŜŘ ǘƘŜ ƳƻǊŜ ŎǊŜŀǘƛǾŜ 
cells or individuals and their suitable genes. In the end, humans learnt to speak and write. Life was able to build up huge 
quantities of exosomaticknowledge. Exosomaticknowledge is now continuously exchanged between all humans.

Denis Noble
The Music of Life: Biology Beyond Genes (2006ύΥ άDoes life have a logic? Some evolutionary geneticists have argued that it 
Ŏŀƴƴƻǘ ƘŀǾŜΦ ¢ƘŜ ŜǾƻƭǳǘƛƻƴŀǊȅ ǇǊƻŎŜǎǎ ƛǎ ōƭƛƴŘΣ ƛƳǇŜǊŦŜŎǘΣ ŀƴŘ ǎǳōƧŜŎǘ ǘƻ ŎƘŀƴŎŜΧΦ 9Ǿƻƭǳǘƛƻƴ ƳƛƎƘǘ ƘŀǾŜ ǘŀƪŜƴ ŀƭƭ ǎƻǊǘǎ ƻŦ 
different turns at any number of the many corners it encountered during the billions of years; and still what we have got 
ƳŀƪŜǎ ƛǘǎ ƻǿƴ ƪƛƴŘ ƻŦ ǎŜƴǎŜΧ It all has to emerge without there being a driver. The grand composer was even more blind 
ǘƘŀƴ .ŜŜǘƘƻǾŜƴ ǿŀǎ ŘŜŀŦΗέ 

Daniel Dennett
From Bacteria to Bach and Back: The Evolution of Minds (2017) suggests that a natural part of the evolution of intelligence 
itself is the creation of systems capable of performing tasks their creators do not know how to do.
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A successful biomimicry approach 

Å Some thought that intelligence would more easily emerge if machines took 
inspiration from biology, and learned by observing and experiencing. 

Å This meant turning computer programming on its head: instead of a programmer 
writing the commands to solve a problem, the program would generate its own 
algorithm, based on example data and a desired output.

Å The machine-learning techniques ǘƘŀǘ ǿƻǳƭŘ ƭŀǘŜǊ ŜǾƻƭǾŜ ƛƴǘƻ ǘƻŘŀȅΩǎ Ƴƻǎǘ 
powerful AI systems followed this path: the machine essentially programs itself.

Å The essence of learning becomes the ability to detect, recognise, and eventually 
reproduce patterns.

Å Algorithmic systems are increasingly able to learn from one another

Å Any algorithm is able to learn and keep doing so indefinitely.
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Artificial assistants

Å Lower-end applications of AI allow already to augment human decision making 
performance. 

Å This process starts being commodified.

Å It makes it possible to have skilled human operators focussing on ambitious 
and creative, instead of repetitive tasks.

Å This rings a bell in response to a very old issue:
ï Aristoteles (384-322 BCE), PoliticsΥ άLŦ ŜǾŜǊȅ ƛƴǎǘǊǳƳŜƴǘ ŎƻǳƭŘ ŀŎŎƻƳǇƭƛǎƘ ƛǘǎ ƻǿƴ ǿƻǊƪΣ ƻōŜȅƛƴƎ 
ƻǊ ŀƴǘƛŎƛǇŀǘƛƴƎ ǘƘŜ ǿƛƭƭ ƻŦ ƻǘƘŜǊǎ ώΧϐ ƛŦΣ ƛƴ ƭƛƪŜ ƳŀƴƴŜǊΣ ǘƘŜ ǎƘǳǘǘƭŜ ǿƻǳƭŘ ǿŜŀǾŜ ŀƴŘ ǘƘŜ 
plectrum touch the lyre without a hand to guide them, chief workmen would not want servants, 
ƴƻǊ ƳŀǎǘŜǊǎ ǎƭŀǾŜǎέΦ

ï Robert Aron and Arnaud Dandieu, La révolutionnécessaire(1933), were distinguishing between 
repetitive work (la besogne) and creative activity.

Å But raises societal concerns with regard to traditional employment.
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Algorithmic production of knowledge (APK)
Å Since 2015computers are better than humans at image labelling: 

ï The ImageNet Large Scale Recognition Challenge ςwhose accrued dataset is now more than 13 million images strong ς, has reached an error 
rate which is incredibly low (around 2%), by having recourse to deep convolutional neural networks

ï Illumeois the new imaging and informatics technology with adaptive intelligence developed by Philips, that redefines and enhances how 
radiologists work with medical images.

Å AlphaGo (2016)
ï AlphaGo is a computer Go program which uses a Monte Carlo tree search algorithm to find its moves based on knowledge previously "learned" 

by machine learning, specifically by an artificial neural network, extensively trained both from human and computer play. 

ï In 2016, it could beat a 9-dan professional, who found out that AlphaGo was incurring in apparent mistakes, later revealing how a machine can 
ǘǊŀƴǎŎŜƴŘ ǘƘŜ ǘǊŀŘƛǘƛƻƴŀƭ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ƳŀǎǘŜǊȅΥ άƛǘ ǿŀǎ ƴƻǘ ŀ ƘǳƳŀƴ ƳƻǾŜΣ L ƘŀŘ ƴŜǾŜǊ ǎŜŜƴ ŀ ƘǳƳŀƴ Ǉƭŀȅ ǘƘƛǎ ƳƻǾŜΦ So beautifulέΣ ǎŀƛŘ ǘƘŜ 
beaten master, Lee Sedol.

Å DeepMind Health andMoorfields Eye Hospital in London (2016) 
ï They have jointly started a medical research partnership through which approximately one million Optical Coherence Tomography scans will be 

used for deep learning on age-related macular degeneration (AMD).

ï DeepMind has committed to take rigorous measures to protect the security of the data, and avoid disclosing it to anyone other than the 
researchers and engineers working on the project.

Å Deep Patient (2017)
ï A novel unsupervised deep feature learning method, based on a three-layer stack of denoising autoencoders, used to capture 

hierarchical regularities and dependenciesin the aggregated EHRs of about 700,000 patients from the Mount Sinai data warehouse . 

ï 76,214 test patients were analysed, comprising 78 diseases from diverse clinical domains and temporal windows. 

ï The result is a representation evaluated as broadly predictive of health states by assessing the probability of patients to develop 
various diseases. Prediction models for severe diabetes, schizophrenia, and various cancers were among the top performing ones.
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Further AI applications in clinical decision making

DeepR easonerDeepReasoner, the generic and flexible clinical case reasoning tool ,                                       
b  based on multi-task deep neural networks, which permit to learn 

abstract and compact representations.
Å Its unsupervised training is driven by the aim of reconstructing input data after dimensionality 

reduction. 
Å It supports evidence-based decision making by retrieving similar patients, and enables 

different types of use cases, such as patient-like-mineas well as patient-like-me. 

Watson for Oncology 

Å Watson uses the cloud-based supercomputer to digest massive amounts of data τ from 
ŘƻŎǘƻǊΩǎ ƴƻǘŜǎ ǘƻ ƳŜŘƛŎŀƭ ǎǘǳŘƛŜǎ ǘƻ ŎƭƛƴƛŎŀƭ ƎǳƛŘŜƭƛƴŜǎΦ 

Å Its treatment recommendations are not based on its own insights from these data. Instead, 
they are based on training by human overseers.

Å Watson is improving rapidly: the systemis offering guidance about treatment for 12 cancers 
that account for ул ǇŜǊŎŜƴǘ ƻŦ ǘƘŜ ǿƻǊƭŘΩǎ ŎŀǎŜǎ. 

Å ¢Ƙƛǎ Ŏŀƴ ǎŀǾŜ ŘƻŎǘƻǊǎΩ ǘƛƳŜ ŀƴŘ ŜƴǎǳǊŜ ǘƘŀǘ ǇŀǘƛŜƴǘǎ ƎŜǘ ǘƻǇ-quality care.
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Promises and paradoxes of APK

Å APK learns from previous situations to provide input and automate complex future decision 
processes, making it easier to arrive at concrete conclusions based on data and past experiences.

Å ¢ƘŜ ŦƛǊǎǘ ǇƘŀǎŜ ƛǎ ƴƻǊƳŀƭƭȅ Ψunpredictable by designΩΥ ƛǘ ƛǎ  ōŀǎŜŘ ƻƴ Big Data Analytics, in which 
large number of algorithms are tested on data in view of discovering meaningful correlations. 

Å Once relevant correlations are found, new algorithms based on running machine learning 
techniques can be applied, aiming at learning their causality status.

Å Deep learning implies feeding vast quantities of data through non-linear neural networks which 
classify the databased on hierarchical outputs from each successive layer.

Å The complexity of this self-modellingis, as yet, inherently non-self-explicative. 

Å This can determine a black box effect, rendering automated decision-making altogether 
inscrutable: no one really knows how the deep learning algorithms get to do  
what they do. 

Å In as much as this remains so, the APK is built and operates in ways which                               
appear as incomprehensibleand seems to require ǇŀǊŀŘƻȄƛŎŀƭƭȅ ŀ ΨǘǊǳǎǘ ƭŜŀǇΩ, 
in order to let algorithms ultimately make decisions on your behalf.
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AI as a threat to the GDPR

Å Of course, AI makes it easier and easier to re-identify data subjects.

Å άLǘ Ƴŀȅ ōŜ ƛƳǇƻǎǎƛōƭŜ ǘƻ ŦǳƭŬƭƭǘƘŜ ƭŜƎŀƭ ŀƛƳǎ ƻŦ ǘƘŜ wƛƎƘǘ ǘƻ .Ŝ CƻǊƎƻǘǘŜƴ ƛƴ !L ŜƴǾƛǊƻƴƳŜƴǘǎέΥ 
IǳƳŀƴǎ ŦƻǊƎŜǘΣ ƳŀŎƘƛƴŜǎ ǊŜƳŜƳōŜǊΥ !ǊǘƛŬŎƛŀƭ ƛƴǘŜƭƭƛƎŜƴŎŜ ŀƴŘ ǘƘŜ wƛƎƘǘ ǘƻ .Ŝ CƻǊƎƻǘǘŜƴ, 
Computer Law and Security Review, Elsevier, 2017.

and also as a new tool for anonymisation

Å Synthetic Data Vault uses machine learning to automatically generate artificial dataon which 
scientists can test their algorithms and models.

Å The algorithm itself is a form of recursive conditional parameter aggregation of real databases, 
which exploits their hierarchical nature. 

Å άhƴŎŜ ǿŜ ƳƻŘŜƭ ŀƴ ŜƴǘƛǊŜ ŘŀǘŀōŀǎŜΣ ǿŜ Ŏŀƴ ǎŀƳǇƭŜ ŀƴŘ ǊŜŎǊŜŀǘŜ ŀ ǎȅƴǘƘŜǘƛŎ ǾŜǊǎƛƻƴ ƻŦ ǘƘŜ 
Řŀǘŀ ǘƘŀǘ ǾŜǊȅ ƳǳŎƘ ƭƻƻƪǎ ƭƛƪŜ ǘƘŜ ƻǊƛƎƛƴŀƭ ŘŀǘŀōŀǎŜΣ ǎǘŀǘƛǎǘƛŎŀƭƭȅ ǎǇŜŀƪƛƴƎΧLŦ ǘƘŜ ƻǊƛƎƛƴŀƭ 
database has some missing values and some noise in it, we also embed that noise in the 
ǎȅƴǘƘŜǘƛŎ ǾŜǊǎƛƻƴΧ In a way, we are using machine learning to enable machine learningέΦ 
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MHMD makes use of Synthetic Data

Å MyHealthMyData(MHMD) initially found itself ŜƴǘŀƴƎƭŜŘ ǿƛǘƘƛƴ ŀ ǎƻǊǘ ƻŦ άCatch 22έ ŎƻƴŘƛǘƛƻƴ ǿƛǘƘ ǊŜƎŀǊŘ ǘƻ ƛǘǎ ǇŀǊǘƛŎƛǇŀǘƛƴƎ 
clinical institutions: 
ï data could get mobilized only after the Ethics Committees would have given their green light, 

ï the same Ethics Committees would not authorize the sharing of routine data until all MHMD solution details were fully clarified.

Å As a a pragmatic alternative, Bartshas offered to generate synthetic cardiac-oriented data sets (purporting to fictitious individuals) 
based on aggregate statistics of a population of 100,000 patients.

Å Thesedatasets have spurious correlations added to reflect the impact of cardiovascular risk factors on cardiovascular health.

Å The datasets contain fake names, addresses, DOB, DOD, episode visits, anthropometry (e.g. weights, heights, BMI, BSA, etc.) and 
cardiac function parameters, etc.

Å Examples of data types/sources targeted for early inclusion include Myocardial Infarction, cathlab data, demographics, CT images 
and text reports, MRI images and text reports, pacemaker data, echocardiographyimages and text reports, cardiac surgery data, 
data from the chest pain clinic and pathology data.

Å Not only does this solution allow to get MHMD concretely unrolling, but it also makes it possible to test the major elements of 
MHMD development, including:
ï Evaluation of how standardized ontologies can be mapped onto such a (typical) data export format

ï Loading and processing of large datasets

ï Algorithm scaling (compute cost as a function of data size)

ï Multi-site compute (e.g. by chunking data and distributing over multiple sites, modelled for example as Virtual Machine instances)

ï Impact of pseudonymisation/obfuscation/aggregation techniques on a range of dimensional statistical measures

ï Allowing the hacking challenges and pen-tests, but, of course, for the reidentification tests, for which real data will be necessary (and are reasonably 
expected to be available and duly consented). 
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More fundamental challenges deriving from Quantum Computing

Å Quantum computers can explore potential solutions to problems simultaneously versus 
sequentiallyΣ ǘƘǊƻǳƎƘ ǘƘŜƛǊ Ψquantum parallelismΩΦ

Å All traditional computer programming resolves into binary code, but quantum computers 
represents data using qubits.

Å Qubits are two-level quantum systems that can be manipulated into complex intermediate 
states, including states where the spin of one qubit may be linked, via ǉǳŀƴǘǳƳ ΨƭƻƎƛŎ ƎŀǘŜǎΩ,
with the entangled states of one or more other qubits. 

Å In a database of N items, a classical computer needs N/2 tries for factoring a number, whereas 
a quantum computer would find it in a number of steps equal to the square root of N.

Å The superposition of interconnected qubits translate to                                                  
exponentially more computing power.

Å An IBM 20-qubit machine, using super-conducting qubits, with 
ƛƴŎǊŜŀǎŜŘ ΨŎƻƘŜǊŜƴŎŜ ǘƛƳŜΩΣ ƛǎ ōŜƛƴƎ ƳŀŘŜ ŀǾŀƛƭŀōƭŜ ōȅ ǘƘŜ ŜƴŘ of 
2017.
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Quantum Key Distribution

Å The NSA has already developed a list of current encryption techniques that should no 
longer be used.

Å Adversaries making use of quantum computers will soon be able to break current public-
key encryptionandsignatureschemes, unless encryption is also upgraded to quantum 
cryptography.

Å Quantum key distribution offers mathematically proven security, guaranteed by the laws of 
physics.

Å According to quantum mechanics, it is impossible to copydata encoded in a quantum state 
since the very act of reading quantum encoded data interferes with their superposition 
and modifies their state.

Å Any attempt by eavesdroppers to intercept the quantum key would involve a measurement 
of some kind, unavoidably interrupting the qubits entanglement and alerting both sender 
and receiver.
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Secure Multiparty Computation

Å SMC allows a set of distrustful parties to perform the computation in a distributed manner, while each 
of them alone remains oblivious to the input data and the intermediate results.

Å The computation is secure when at the end, no party knows anything except its own input and the 
results. 

Å Even though SMC has been known and researched for several decades, it was until recently considered 
too complicated and inefficient for practical use.

Å Lately, several general SMC frameworks, distributed computational infrastructures and special purpose 
protocols, have been proposed that are able to support real world use cases proving the feasibility of 
SMC based data analysis. 

Å The SODA (Scalable Oblivious Data Analytics) H2020 project, led by Philips, parallel to MHMD (it is 
funded under the same EC call), is fully based on SMC and aims at data not needing to be shared, only 
made available for encrypted processing.

Å The PEP (Polymorphic Encryption and Pseudonymisation) project, led by RadboudUMC, and largely 
sponsored by Verily(which is a subsidiary of Alphabet), is anopensource system which responds to the 
GDPR requirements of both data protection by design and by default, and is expected to be functionally 
available by Q1 2018. 
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Homomorphic Encryption
for secure distributed processing of medical data
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Homomorphic encryption 

Fully Homomorphic encryption:

ω {ǘŀƴŘŀǊŘ ŀǇǇǊƻŀŎƘΥ DŜƴǘǊȅΩǎ ǎŎƘŜƳŜ

ω 7 orders of magnitude slower than computing on plaintext data

ω Performing operations on encrypted data adds noiseҦ [ƛƳƛǘŜŘ ƴǳƳōŜǊ ƻŦ ƻǇŜǊŀǘƛƻƴǎ ǘƘŀǘ Ŏŀƴ ōŜ 
performed

Partialhomomorphic encryption:

Å Allows for the evaluation of certain operations (e.g. addition, multiplication)

Å Significantly faster than Fully Homomorphic encryption

Å Can be used in practical applications with reasonable overhead

Å There are different PHE schemes with different homomorphic properties.

Å MHMD is using the MORE PH encryption system introduced by Kipnisand Hibshooshin 2012.
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Partial Homomorphic Encryption

MORE Encryption scheme used by MHMD

ω Fully homomorphic w.r.t algebraic 
operations: addition, subtraction, 
multiplication, division.

ω Noise free: unlimited number of 
operations can be performed on 
cyphertext data.

ω Non-deterministic: multiple encryptions of 
the same message (and with the same 
key) result in different cyphertexts.

ω Negligible computational overhead.
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Secure and anonymised computation of health risk scores
Qrisk score (prediction algorithm for CVD)

Å QResearchprediction algorithms based on:

ÅTraditional risk factors (demographics, patient history, etc.)

ÅBlood tests

ÅBlood pressure measurements

Å Derived from 24 millionhealth records

Å Predicts the risk to develop a certain pathology / condition during an interval of time of 1-10 
years.

Å Several risk scores: Cardiovascular disease, Diabetes, Kidney disease, Osteoporosis, Thrombosis, 
Cancer, Stroke, etc.

Å Goal: Develop a homomorphic encryption scheme that enables the computation of 

risk scores without decrypting the input information.
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Secure and anonymized computation of health risk scores

Qrisk score - Example
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Artificial Intelligence and Homomorphically Encrypted Data

Baseline Infrastructure
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Privacy Preserving Regression 
Fully Connected Neural Networks ςSine Function Modeling (Training phase)

A neural network is trained to approximate the sine function
Ø ÓÉÎώȟώɴ πȟς“,  whereώrepresents the network input

Fully Connected Network

Training data
Preprocessing

(normalization)
Encryption

Forward Propagation

Error Estimation

Back Propagation

Backpropagation learning on encryptedtraining data 
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Privacy Preserving Regression 
Sine Function Modeling ςEncrypted vs. non-Encrypted (Training phase)

Training progresses similarly in encrypted and non-encrypted use-case

Number of training iterations Number of training iterations

E
rr

o
r

E
rr

o
r

Training loss on non ɀencrypted data Training loss on encrypted data
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Privacy Preserving Regression 
Sine Function Modeling ςEncrypted vs. non-Encrypted Prediction

Training progresses similarly in encrypted and non-encrypted use-case

Y - input Y - input

S
in

(y
) 

-
o

u
tp

u
t

S
in

(y
) 

o
u

tp
u

t

Prediction from nonɀencrypted trained model 

ÅGround truth
ÅNN prediction

ÅGround truth
ÅNN decrypted prediction

Prediction from encrypted trained model 
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Privacy Preserving Classification
Convolutional Neural Networks ςMNIST Digit Recognition

A neural network is trained to recognize hand written digits from 2-D images 

Training data
Preprocessing

(normalization)
Encryption

28x28 images Input
28x28x2x2

Convolutional Neural Network

Back Propagation

Error estimation
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Privacy Preserving Classification
MNIST Digit Recognition ςEncrypted vs. non-Encrypted Training

Trainingprogresses similarly in encrypted and non-encrypted use-cases

Number of training iterations Number of training iterations

E
rr

o
r

Training loss on non ɀencrypted data Training loss on encrypted data 

Classification accuracy 
non-encrypted data: 
97.45%

Classification accuracy 
encrypted data: 
97.22%
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Both SMC and HE are not directly taken into account by the GDPR

Å Theunique pieceof regulationadoptedso far is the Opinion 05/ 2014 on AnonymizationTechniques,issuedby the
Article 29 WorkingParty (the technicalbodytaskedwith providingthe EuropeanCommissionwith independentadvice
on dataprotectionmattersandsupportingthe developmentof harmonisedpoliciesfor dataprotection).

Å TheWP29pointsout that anonymizationmust be irreversiblein orderedto consideredassuch.

Å Basedon the applicablelegislation,the Article29WPhashighlightedfour keyfeatures:

o anonymisationis the resultof processingpersonaldatawith the aimof irreversiblypreventingidentificationof the
datasubject;

o severalanonymisationtechniquesmaybe envisaged, there isno prescriptivestandardin EUlegislation;
o importance should be attached to contextual elements: account must be taken of ΨallΩthe meansΨlikely
ǊŜŀǎƻƴŀōƭȅΩto be usedfor identification by the controller and third parties,payingspecialattention to what has
lately become,in the current state of technologyάƭƛƪŜƭȅǊŜŀǎƻƴŀōƭȅέ(giventhe increasein computationalpower
andtoolsavailable);

o a risk factor is inherent in anonymisationand must be evaluatedin depth, alsoin terms of relevantseverityand
likelihood, when assessingthe validity of any technique (including the possible uses of any data that is
άŀƴƻƴȅƳƛǎŜŘέby wayof suchtechnique).

ÅBeingboth reversible, SMPandHEmust be consideredaspseudonymisationtechniques
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Ongoing evolution of anonymisation techniques 

άResearch,tools andcomputationalpower evolve. Therefore,it is neither possiblenor useful to provide an exhaustiveenumeration
of circumstanceswhen identification is no longerpossibleέ(Opinion05/2014on AnonymizationTechniques, par. 2.2.2).

Accordingto the Article 29 WP,άa specificpitfall is to consider pseudonymizeddata to be equivalent to anonymiseddata (Χ)
pseudonymizeddata cannotbe equatedto anonymisedinformationasthey continueto allow an individualdata subjectto be singled
out and linkableacrossdifferentdata setsέ.

Eachof the abovetechniquesάfails to meet with certainty the criteria of effective anonymisation(i.e. no singlingout of an individual; no
linkabilitybetweenrecordsrelating to an individual; andno inferenceconcerningan individual). Howeverassomeof theserisksmaybemet in
whole or in part by a giventechnique,carefulengineeringis necessaryin devisingthe applicationof an individualtechniqueto the specific
situation and in applyinga combinationof those techniquesas a way to enhancethe robustnessof the outcomeέ(Opinion05/2014 on
AnonymisationTechniques, par. 5.2).

Cancellation of the encryption key, or of the initial identifiable data, may help to reach an adequate anonymisationstandard.
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Anonymisation and Pseudonymisation

TheDataProtection legislationdoesnot apply to anonymous/anonymiseddata.
Neither the currentlyapplicableDirective95/46/EC,nor the forthcomingGeneralDataProtectionRegulation2016/679όάD5twέΣwhich
will repealsaidDirectiveandwill applystartingfrom the 25th May2018), providea definition of anonymisation.

Anonymisation

Recital26 of the GDPRreads that: to
determine whether a natural person is
identifiable,accountshouldbe takenof
all the means reasonablylikely to be
used (including all objective factors,
suchasthe costsof and the amount of
time required for identification, the
availabletechnologyat the time of the
processing and technological
developments),either by the controller
or by another person, to re-identify
(single-out) the natural person directly
or indirectly.

Pseudonymisation

Article 4(5) of GDPR defines
pseudonymisationas processingpersonal
data in such a manner that they can no
longer be attributed to a specific data
subject without the use of additional
information to be kept separatelyand to
be safeguarded by technical and
organisationalmeasuresaimed to ensure
that the personaldataarenot attributed to
an identified or identifiablenaturalperson.
Pseudonymisationmay therefore reduce
generalrisksand help businessesto meet
their data-protectionobligations.

Anonymised information are not personal data �t GDPR 
shall not apply 

Pseudonymised information are personal data �t GDPR 
shall apply 
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